
Prompt: Luxembourg is located in ____ .

Prediction Probability 
Germany          
France            
Europe              

<Subject: Luxembourg, Relation: location, Object: Europe> 

Prompt: ____ is located in Germany.

Luxembourg          

Template: ___ is located in ___ .

Prompt: ____ is located in France.

Luxembourg   

Prompt: ____ is located in Europe.

Luxembourg    

Germany          
France            
Europe              
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Symmetrical Prompt Enhancement 
for Fact Probing

Building better soft prompts from task symmetry

• SPE outperforms both discrete and continuous promptings.

• SPE is effective with frozen and fine-tuned PLMs.

• SPE is more than learning better shortcuts (Easy vs Hard).

• SPE develops gains from a larger candidate pool.

I: SPE has oracle-frequencies closer predictions (R1 + R2).

Rerank Top K candidate objects 
based on joint likelihood of 
subject and object.

Given subject, predict the object.

Given object, predict the subject.

Soft prompts shared.

• R1: Scope association: narrow but more accurate scope (e.g. field of work).

• R2: Entity-type association: entity with constraints (e.g. place of birth).

• R3: Label distribution association: imperfect label distribution (e.g. continent).

Spurious Associations Mitigation

II: SPE has lower frequencies in top 10 predictions (R1 + R2).

III: SPE is less affected by imbalanced training objects (R3).

LAMA (Petroni et al. 2019)

• Question: how much knowledge are 

stored in pertained language models 
(PLMs)?


• Querying knowledge from PLMs using 
masked sentences (prompts).


• 41 factual relations from Wikidata.

• e.g. P19 place of birth 


• Dante was born in [MASK].
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Luxembourg is located in Europe.     
Europe contains Luxembourg. 


